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Abstract— We address the problem of predicting the physical
state of a an agent performing a known activity. In particular we
are interested in predicting human movement during complex
composite activities. Our proposed framework combines a
graphical model that extends the Sequential Interval Network
(SIN) [1] for modeling global temporal structure of activities
with a low level dynamic system for modeling the dynamics
of the physical state. Specifically, two sets of new hidden
state variables are added: one with respect to the temporal
structure and one with respect to time. A mapping factor
is defined to ensure these variables values remain consistent
and hence allows fusing the two sources of information. We
then derive an inference algorithm for computing the posterior
densities of the hidden variables. The system can run in an on-
line predictive mode to recognize on-going activity and make
predictions arbitrarily far in the future during execution of the
activity. Experiments illustrate that the long term prediction
performance benefits from the knowledge about the temporal
structure of the activity while short term prediction perfor-
mance is improved by incorporating the dynamics of physical
state.

I. INTRODUCTION

Being able to recognize and understand human activity as
it is occurring, as well as predicting future actions is essential
for safe and collaborative interaction between humans and
robots. With such abilities, a robot can make long term
plans to assist a human at the appropriate time as well
as decrease the likelihood of interfering with the human
activity. Recognizing and predicting complex process of
human activity is also fundamental in other domains such
as surveillance, work-flow monitoring, anomaly detection,
and skill assessment. This task is challenging in real-world
scenarios as there are typically variations in the execution of
the activity and ambiguity in sensing both the human and
the environment.

Here we consider the problem of parsing composite human
activities that follow specified patterns. An activity is defined
as a partially ordered, sequence of both required and optional
primitive actions. One common task explored in vision
research is that of frame labeling i.e. infer the discrete
hidden state of what action is occurring at each time-step. In
such systems, various uncertain physical measurements are
leveraged as being indicative of the true, but hidden, under-
lying physical state. Examples might include instantaneous
skeleton estimation or even simply location. Therefore, one
can consider a second task: infer these hidden physical states
during the activity and, more importantly, predict their state
in the future.
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Fig. 1. The pipeline of our system. The input is a sequence that
might be partially observed. The outputs are the posterior of the
timings (when each action starts or ends) and the posteriors of the
physical state at each time-step or during each action.

We will assume an activity has a known, global temporal
structure — we will define the structure shortly — and that
each action within the activity imposes a prior distribution
on the physical state (e.g. the action [get-the-spoon] involves
the person goes to the kitchen cabinet’s position). Our goal
is to incorporate this knowledge of the temporal structure to
improve the accuracy of predictions based solely on physical
properties such as velocity or simply priors based upon
current physical state such as location.

Our proposed framework is built upon the Sequential
Interval Network (SIN) [1], an alternative to HMMs or
CRFs that can model the global temporal structure of an
activity, perform reasoning on interval/segment level and
still permit exact inference. The key to that work is that
the variables of inference are the start and end times of
each action component. In the work here, we augment the
network to model physical state with hidden continuous
variables. At the lower, evidence level, a dynamic system,



as part of the observation model, is employed to estimate
the physical state at each time-step. We learn the prior
distribution of the state during each action, then proceed
to perform inference to obtain the posterior densities of
the physical state, with respect to time and each action.
The pipeline of the system is shown in figure 1. The basic
idea is this: physical measurements provide strong constraint
on near term physical state whereas the activity structure
provides weaker but longer term information. Our inference
model automatically incorporates both types of knowledge
for making future physical state predictions.

We organize this paper as follows. The related work is
discussed in the next section. After reviewing the SIN model
in section III, we introduce our extension of the graphical
model in section IV. In section V and VI, we perform
different activity recognition experiments with our method
using both publicly available datasets and our own assembly
task data. Finally we conclude in section VII.

II. RELATED WORKS

There has been a growing number of works on recognizing
and predicting structured events in computer vision literature.
In [2], [3], an AND-OR grammar is used to learn and parse
activity sequences. Similarly, Li et al [4] used Probabilistic
Suffix Tree to do early detection. In [5], [6], inverse optimal
control is used to predict human movement based on envi-
ronment’s feature. Here we are interested in both predicting
the action label and the continuous dynamic state such as
human pose or movement during the activity.

In robotics, recognition and prediction play a critical
role for fluent human-robot interactions. Huber et al [7]
demonstrated such interaction where the robot was shown
to be more helpful given complete knowledge about the
task and sensing. In [8], [9], a cost based framework is
proposed that makes decisions based on anticipation and
which improves task efficiency compared to purely reactive
process. However these systems are not specifically designed
to handle perceptual ambiguity when recognizing and pre-
dicting the activity process.

A significant number of methods for modelling random
process are time sliced graphical model. Classical examples
are Linear Dynamic System (LDS) and Hidden Markov
Model (HMM), both of which can be represented as a
Dynamic Bayes Network (DBN). They have been used for
object tracking [10] or action recognition [11], [12].

More sophisticated systems are needed to model complex
sequences. Hidden semi-Markov Model (HSMM) and seg-
mental model [13], [14] are preferred to avoid the limiting
geometric duration assumption of HMM. It has been used in
[15] for complex action detection. Switching LDS and seg-
mental switching LDS (SSLDS) were introduced to model
complex nonlinear patterns as a mixture of linear ones. One
can think of the switching variable in these models as HMM
state. SSLDS have been used for inferring or synthesizing
motion pattern [16], [17], [18]. However exact inference on
these graphical models is difficult to achieve.

(a) (b)

(c)

Fig. 2. The SIN model construction in factor graph representation:
(a) the primitive [v], (b) the OR-composition [A is a or b], and
(c) the AND-composition [A is a and b and c]. Note that the
sub-components of the composition can be either primitive or
compositions themselves. In addition, all factors in the compositions
are just deterministic constraints.

Other DBN and variant approaches for parsing human
activity are [19], [20], [21], [22]. With complex state space,
these approaches have to use different sampling techniques
to perform inference. In [1], we introduced SIN to alleviate
this problem for long activity sequence whose composition
can be represented as an iterated structuring of AND-OR
elements. Because we require a finite length activity, the
representation is not formally a context free or even regular
grammar, but for modeling finite activities it resembles a
stochastic CFG. By taking advantage of this knowledge about
the temporal structure, modeling the sequence in time sliced
manner can be avoided. More importantly, prediction then
can be made for any time-step including ones in arbitrary
far future. This model is described in the next section.

III. THE SEQUENTIAL INTERVAL NETWORK

In this section, we briefly review the SIN model. For more
detail, we refer the readers to [1] (source code is available).
An earlier version of this model was applied in a human-
robot collaboration framework [23], [24].

SIN is a graphical model for parsing time-series data.
However unlike common temporal graphical models, a first
order Markov property is not assumed, hence its capability is
similar to that of a segmental model [13], [14] while allowing
exact inference.

A. Represent the temporal composition of the activity by a
finite grammar

Our graphical model representation of an activity is gen-
erated from a probabilistic, finite grammar that specifies the
temporal structure. We assume the activity is composed of
sub-activities or actions, which can in turn be compositions
themselves. Hence each activity/action can be either a com-
position, which correspond to non-terminals in the grammar,



or primitive, which corresponds to terminals. The grammar’s
production rules, including the AND-rule and the OR-rule,
define the compositions.

Different from traditional time sliced graphical models
(HMM, DBN, temporal CRF), the generated network models
the timings of the actions instead of the state of each time-
step; thus allowing reasoning at interval or segment level (for
example: duration). Specifically, for each action A (which
can be either primitive or composition), two hidden variables
are defined: As is the time-step when A starts and Ae is
the time-step when A ends, where these variables obtain
discrete values between 1 and T, the maximum length of the
activity, or the special value (-1), which means action A does
not happen. Then we can define factors such as P (Ae|As)
to model the duration and P (ZA|As, Ae) to model the
observation of the action if A is a primitive (figure 2 (a)).

In the case where A is a composition, it can be either the
AND-composition or the OR-composition according to the
grammar’s production rule. The AND-composition defines
A to be a sequence of sub-actions. The sub-actions are
constructed recursively, then dependencies are added to the
network to express the temporal constraints: the end of a
action is the start of the next one, the start and end of A
are the start of the first and the end of the last action in the
sub-action sequence respectively (figure 2 (c)).

The OR-composition defines action A to be one of its sub-
actions (which means the other sub-actions do not happen).
This important composition allows for variation in the ac-
tivity temporal structure. Similar to the AND-composition,
the network for sub-actions is constructed, then a selector
variable Ai is added with appropriate multiplexer condition
probability tables to constrain that the start and the end of
A must have the same value as one of its sub-action, while
others have the special −1 value (figure 2 (b)).

B. Inference

From the grammar, the network is generated in a recursive
manner. Now all the conditional probability tables (except
for deterministic constraints) must be computed: P (Ae|As)
and P (ZA|As, Ae) for every primitive A. For the first factor,
we will use Gaussian distribution to model the duration of
primitive action and learned parameters from labeled training
example. The second factor requires having visual detectors
that are applied to the the input sequence and which returns
the likelihood of every interval. As will be described below,
these detectors do not need to be very discriminating and
can be easily learned from limited training data. Given these
elements, inference can be performed.

Notice that the network is actually composed of multiple
chain-like structures put together by deterministic constraints
(AND-composition and OR-composition). Hence a forward-
backward message passing (belief propagation) algorithm
is proposed to do exact inference. The posteriors of the
hidden variables (P (As, Ae|Z) for every action A) are then
obtained. This tell us the likelihood that action A happens
and if so a density over when.

Fig. 3. Our proposed graphical model in factor graph representation.
In this example, the activity is assumed to be a sequence of 3
primitive actions: a, b and c. SIN is on the top, modeling the
timing of the actions. Two sets of continuous variables are at the
bottom modeling physical state. The factor {mapping} keeps these
variables consistent with each other.

SIN models the entire activity and are most naturally
thought of as an offline process, i.e. the entire input sequence
is provided and inference is performed. However, and most
important for the prediction work developed here, it can be
adapted to run in an on-line, streaming mode. To accomplish
this, at any moment in time, we pretend the whole sequence
is available, and fill in the missing future entries in the
factor tables with a default expected value. When more
observations become available, the primitive action detectors
are run again. Hence these entries’ values can be recomputed
and the inference can be performed again. Notice that this
makes the inference at each time-step independent of each
other.

In [1], we demonstrated how to perform recognition,
prediction and temporally segment an input sequence into
component actions.

IV. PREDICTION OF PHYSICAL STATE

In this section, we extend our method to include the
estimation or prediction of some physical states. In the
context of human activity recognition, this state could be
body positions, velocity or pose. At any moment in time, the
physical state is tied to the primitive action currently being
performed. This approach is similar to ideas in the SSLDS
work mentioned earlier. For example, the action ”getting the
spoon” will involve the human moving from the table to the
cabinet. Therefore after predicting when such action is going
to happen using SIN model, prediction about future human
position can also be made.

A. Network variables

Most existing approaches represent such physical states
by modeling the state at each time-step. Differently, we
model the physical state by two sets of new hidden variables:
X representing the physical state with respect to primitive
action completion stage (defined below), and Y representing
the physical with respect to time, as shown in figure 3.
Since there is ambiguity as to which action is happening
at which time-step, there will be a probabilistic mapping



between these two sets of random variables. The goal is to
infer their posteriors given available observations. And recall
the posteriors are for all time regardless of the current time
up to which real observations have been made. This is how
the system predicts future state.

First, we introduce X = {Xα,c} for every primitive action
α in the activity and every completion stage c belonging
to a predefined completion stage set { 1%, 2%, ... 100%},
where Xα,c represents the physical state at the time-step
corresponding to completion stage c during the action α.
For example Xα,1% and Xα,100% are the physical state when
action α starts and when action α ends respectively. Different
instances of the same action could have different timings
and durations, this representation offer invariance to those
properties. More over, we assume that each primitive action
imposes a prior distribution on the physical state during that
action, hence even for different instances of the action, the
physical state at the same completion stage would be similar,
so the representation enables learning this property.

Next, similar to typical time sliced graphical model, we
also define the variable Y as: Y = {Yt} for every time-step
t between 1 and T, where T is the maximum length of the
activity and Yt will be the physical state at time-step t.

B. Network factors

Before introducing the inference, we describe the fac-
tors/potential functions involving X and Y, shown in figure
3.

First, we can learn the X distribution from the training
data assuming both action timing and physical state annota-
tion are provided. This is presented as factor Fprior in the
graph. To make the computation efficient, we will assume
the variables Xα,c are normal distributed and conditionally
independent (given the available observation and other hid-
den variables). Thus the factor for each variable Xα,c is:
Fprior(Xα,c) = N(Xα,c;µα,c, σα,c), where µα,c and σα,c
are parameters computed during training.

Similarly, we assume Yt are normally distributed and
conditionally independent. This is presented as the factor:
Fobv(Yt) = N(Yt; µ̂t, σ̂t), where µ̂t, σ̂t is the estimate at of
time-step t based only on the available physcial obervations.
This can be done by applying any method that models the
low level dynamics of the system and takes into account the
observation. In our experiments, we choose to use the simple
Kalman smoothing on top of the raw measurements. This
processing step allows incorporation of all measurements
under a physical model (in our cases, we will use the
constant velocity model) to output a probabilistic estimation
N(µ̂t, σ̂t) for every time-step t. Hence factor Fobv indirectly
takes into account all this information.

Finally, the special deterministic factor {Mapping} re-
solves the ambiguity between the time and the completion
stage. It assumes a linear scale relationship between two
of them (which is plausible since the actions are defined
to be ”primitive”, hence assumed to progress at a constant
rate). Practically, the factor maps Xα,c to the corresponding
Yt given the timing αs, αe of action α (which means t =

Fig. 4. In this example, the physical state is 2D position. Assume
αs = 100 and αe = 300, then Xα,1%, Xα,50% and Xα,100% have
the same values as Y100, Y200 and Y300 respectively. (a) shows 3
ellipsoids representing the 3 Gaussian distributions Fprior factors
of Xα,1%, Xα,50% and Xα,100%, (b) shows 3 Fobv factors of Y100,
Y200 and Y300 (c) By multiplying corresponding pairs of factors, we
obtain the posteriors: Xα,1% and Y100, Xα,50% and Y200, Xα,100%
and Y300.

αs+ (αe−αs).c), and vice versa. For example if αs = 100
and αe = 300, then Y100, Y200 and Y300 must have the same
values as Xα,1%, Xα,50% and Xα,100% respectively. This
{Mapping} factor allows message passing between these 2
sets of variables: a factor Fprior on variable Xα,1% can be
used as a prior distribution on variable Y100.

C. Inference

Algorithm 1 Physical State Inference
1: Input: P (αs, αe|Z), (µα,c, σα,c) and (µ̂t, σ̂t) for every primitive α, its

completion stage c and time-step t.
2: Initialize xα,c and yt as empty sets (for every α, c, t)
3: For each primitive action α:
4: For every value of (αs, αe):
5: For each completion stage c:
6: Given αs, αe, c, compute the corresponding time-step t.
7: Multiply N(µα,c, σα,c) and N(µ̂t, σ̂t) to form the scaled Gaus-

sian N(µ, σ) with scale factor s.
8: Add the result Gaussian to xα,c with the weight P (αs, αe|Z).
9: For each time-step t between αs and αe:

10: Given αs, αe, t, compute the corresponding completion stage c (if
c is not in the set, interpolate N(µα,c, σα,c)).

11: Multiply N(µα,c, σα,c) and N(µ̂t, σ̂t) to form the scaled Gaus-
sian N(µ, σ) with scale factor s.

12: Add the result Gaussian to yt with the weight P (αs, αe|Z).
13: Output: xα,c and yt are posteriors of Xα,c and Yt. (the distributions are in

form of mixture of Gaussians)

Consider the simple scenario where the timings are known,
hence the mapping between X and Y is resolved. For each
pair of corresponding Xα,c and Yt, one can interpret them
as a single variable with the prior distribution Fprior and the
likelihood Fobv . In this case both hidden variables will have
the same posterior density which is the normalized product
of the prior and the likelihood. In our implementation, this
density will be a Gaussian distribution since both Fprior and
Fobv are Gaussians. An illustrated example is shown in figure
4.

In general, the precise timings are not known. Instead, we
compute their posteriors with SIN (P (As, Ae|Z) for every
action A). In this case, inference involves integral of all
possible timings (exact inference) or the likely ones (sam-
pling inference). The exact inference is shown in Algorithm
1. The output is the posterior densities of Xα,c and Yt as
mixture of Gaussians, instead of a single Gaussian like the
last case. This result can be difficult to use since the mixture
is big, so in our experiments, instead of saving the mixture’s



Fig. 5. Learnt distribution of human position at 10 completion stage (1%, 10%, 20%, ... 100%) of action get-the-spoon. In this action,
the human operator would move from the table (on the right) to the kitchen drawer (on the left) and get the spoon inside.

(a) (b)

Fig. 6. TUM kitchen dataset experiment results: (a) Future human position prediction: Early future predictions — less than one second
— are dominated by the Kalman observations (red squares) whereas later predictions are controlled by the action predictions (green
triangles). Our method naturally combines the two. The Kalman only estimate error was bounded by a simple heuristic to prevent it from
expanding beyond the domain. (b) Human position smoothing shows a similar pattern.

parameters, we convert it into a probability mass function in
form of a heatmap grid by sampling.

Note that in the inference algorithm, we keep the calcu-
lation of the posteriors of X and Y separate. This makes it
efficient in case only one of them is desired, the calculation
of the other can be skipped. In addition, it is not mandatory
to perform calculation for every action α, completion stage
c and time-step t. The algorithm can be easily adjusted to
infer just some particular Xα,c and Yt of interest, thus save
computation cost.

A parameter to choose is the number of completion stages
(which should not affect the inference complexity due to the
reason explained above). It should be chosen big enough
accordingly to the complexity of the primitive action. In the
experiment of predicting human position using TUM dataset,
we use 10 completion stages since the human movement is
simple and smooth. In the experiment of predicting active
hand using the toy assembly activity data, we have to use 100
completion stages since the movement of the hand during a
primitive action can be fast with nonlinear trajectory.

D. Parsing and prediction in streaming mode

To do online inference, we apply a similar strategy as
in previous sections: at each time-step, the primitive action
detectors are run to update the factor tables, then the timings
posterior are computed with the SIN framework. Then we run
Kalman smoothing to compute the new value of N(µ̂t, σ̂t)
for every time-step t (while µα,c, σα,c are computed during
training and stay the same during testing), finally the physical
state posterior can be computed (figure 1). The posterior of
Yt for t > current-time-step can be used for prediction. Note
that the inference at each time-step is still independent of
each other.

When running in streaming mode, available observations
do not include the whole sequence. It is important to notice
that (µ̂t, σ̂t) are computed for every time-step t, using all
available observation (and not necessary observation at time-
step t). Hence we choose Kalman smoothing that can interpo-
late and extrapolate. Other dynamic systems such as [6] can
be employed to better take advantage of environment visual
feature if possible. This pre-processing step is practically
estimation and prediction at low level.

On the other hand, parameters µα,c, σα,c of the factor
Fprior encode high level information. Hence our method can
be seen as the process of integrating these low level and high
level information together.

V. HUMAN POSITION PREDICTION IN TUM KITCHEN
DATASET

The TUM Kitchen Dataset [25] contains 20 sequences of
different subjects moving around the kitchen setting a table;
different sensor data is provided: video, mocap, RFID tag and
magnetic sensor reading. We experiment with 13 sequences
where the activity is defined as “robotic”, i.e. the sequence
of actions is fixed and can be presented as a simple grammar.
For this dataset, tracking the human is not difficult, so we will
use mocap information as human position input and focus on
the task of predicting the future position (predicting Yt).

To apply the SIN framework, 2 components must be
provided: the activity grammar and the primitive action de-
tectors. We define the grammar with only 1 rule: the activity
is an AND-composition of 14 primitive action. The human
operator moves back and forth between the kitchen and the
table to retrieve 7 objects. Figure 5 shows the Gaussian
learnt for 10 completion stage of the primitive action [get-
the-spoon]. For detecting primitive actions, we apply the
learnt Gaussian distributions to the observed position of



Fig. 7. (best view in color) Example of prediction in TUM dataset experiment running in streaming mode at time-step 135. The timing
prediction result produced by SIN is on the top (not all is shown here), each curve represents a distribution and they were scaled to have
the same height. The position prediction at 7 different points in the future (+0.5s, +1s, +2s, +4s, +8s, +16s, +32s) are at the bottom (the
red marks are true position) for 3 methods: Without-F-prior (Kalman filter), Without-F-obv and our full model respectively. Observe that
our method takes advantage of Kalman filter’s dynamic model for short term prediction and activity temporal structure for long term
prediction.

Fig. 8. Example of smoothing in TUM dataset experiment. The timing prediction result is on the top. The bottom show position estimation
result of the 15s unobserved segment for 3 methods: Without-F-prior (Kalman filter), Without-F-obv and our full model respectively.

human during the activity and produce the likelihood score
of that particular action (note that in general the detectors
are allowed to incorporate other source of observation if it’s
available, not just restricting to the physical state only).

Our error measurement will be the average distance be-
tween the estimated position and the true position. When we
run our method to parse the test sequence in streaming mode
this estimation is always a future prediction. We choose 7
different points in time at which to predict the physical state:
0.5s, 1s, 2s, 4s, 8s, 16s, 32s in the future. At each time-
step, inference is performed and the posterior distribution of
the human position for those 7 different times in future is
computed. For each distribution, we will use the mean as
our estimated position and measure the error. We compute
the average error over every time-step of every test sequence
(in leave-one-out cross validation setting) and report them as

prediction performance for each of those 7 different points
in future.

Three baselines are used for comparison: (1) Prior posi-
tion: the fixed position learnt from training data (which is the
center of the kitchen), (2) Without Fprior: our method but
the factor Fprior is disabled (i.e. set to uniform distribution),
which is basically just constant velocity model Kalman filter
prediction, and (3) Without Fobv: our method but the factor
Fobv is disabled (i.e. set to uniform distribution).

The prediction result is shown in figure 6 (a). As expected,
the further the future, the more ambiguous it is, hence bigger
error. The error of the ”prior” estimation (baseline 1) is
high and mostly does not change. Kalman filter (baseline
2) is good for near future prediction, but it quickly gets
worse. On the contrary, Baseline 3 (our method without
Fobv from Kalman) accounts for the activity’s temporal



structure and the prior information of each action, hence it is
better than Kalman filter in long term since past observation
becomes less relevant to the far future. Our (fully) method
can leverages both and perform well in both situations. A
qualitative result of our prediction is shown in figure 7.

We also perform a smoothing task: a sequence is chosen
for testing, the rest for training. The test sequence will be
fully observed except for a 15s segment chosen at random.
The task is infer the human position during the 15s unob-
served segment. We use the same error measurement and
baselines. Figure 8 shows an example result. Similar to the
last experiment, our method outperforms the baselines. This
trial is repeated 130 times and we report the average result
in figure 6 (b).

VI. HAND POSITION PREDICTION IN TOY ASSEMBLY
DATASET

In this experiment, we will use the toy assembly activity
data from our previous work [1]. It includes 29 sequences
of a human operator assembling a toy model following a
”recipe”. This recipe is represented as a grammar, which has
a total of 40 different primitive actions and 12 variations in
the course of action. Each primitive action is to get a piece
from one of the 5 bins in the workspace and assemble it. In
[1], we show how to predict the timing (when each action is
going to happen). We used a similar model in human-robot
collaboration experiments [23], [24] where the robot assists
human operator by predicting and preparing bins ahead of
time. Here we will demonstrate how to predict the position of
the active hand - the one reaching to the bins. We randomly
select one sequence for testing and the rest for training.

The graphical model is constructed in the same manner as
in [1] with the same grammar and primitive action detectors.
We extend it with the set of variables X and Y to model the
hand position. During training, the prior distribution of the
hand at different completion stage for each primitive action
are learnt. We use 100 completion stages for each primitive
action. One example is shown in figure 9.

During test time, inference is performed to obtain the
posterior of timings and hand position. In this experiment
we did not measure the performance quantitatively since
the hand is at the rest position most of the time. However
qualitative result shows: (1) which actions might happen in
the future and when; and (2) potential trajectories of the hand
reaching for the bins corresponding to those actions. One
example prediction result is shown in figure 10. The first
one shows prediction result before the activity starts. The
first 4 actions are reaching to bin 5, 5, 3 and 4 respectively
([Body] parts), hence we can see strong prediction of the
hand reaching for bin 5 in the near future (in 5s) and for
3 bins 3, 4 ,5 in the far future (in 30s) (as it is not know
when the activity is going to start). The other predictions
are time-steps when [Nose AB], [Tail C] and [Wing C] parts
are assembled respectively. Observe that even the 5s in
the future prediction can be ambiguous, this mostly due
to the variation in the course of actions that can happen.

For example the human operator can choose to assemble
[Nose AB] or [Nose C] after assembling [Body] parts.

Next we show the prediction result at one particular time-
step during an online run in figure 11. As more observations
are available, the prediction result improves. Kalman smooth-
ing helps prediction of the near future or smooth the hand
trajectories after the fact since the detection might be noisy.
The temporal structure help to make far future prediction and
resolve overall ambiguity in the action sequence. Note that
even when the reaching is detected, there’s still ambiguity
since many different actions are defined as reaching to the
same bins. Only about 20s after the action started that is is
identified.

VII. CONCLUSION

In this work, we considered the problem of making
prediction of future state using knowledge about the temporal
structure of the composite activity and the local dynamic of
the state. We greatly extended our previous graphical model
to incorporate these sources of information. As shown in
the experiment, low level dynamic system such as Kalman
filter performs well in very short term, while the learnt prior
distribution of physical state in combination with timing
reasoning is more useful, especially for far future prediction.
Our model combines both in a unified framework. The
output posterior density of the state reflects the system belief
about the possible actions that will happen and the human
movement during those actions.
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